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Chapter 1

Preliminaries

This document describes how to install, configure, and maintain a hardware
RAID built around the 5070 SBUS host based RAID controller by Antares Mi-
crosystems. Other topics of discussion include RAID levels, the 5070 controller
GUI, and 5070 command line. A complete command reference for the 5070’s
K9 kernel and Bourne-like shell is included.

1.1 Preamble

Copyright 2000 by Thomas D. Coates, Jr. This document’s source is licensed
under the terms if the GNU general public license agreement.

Permission to use, copy, modify, and distribute this document without fee for any
purpose commercial or non-commercial is hereby granted, provided that the au-
thor’s names and this notice appear in all copies and /or supporting documents;
and that the location where a freely available unmodified version of this docu-
ment may be obtained is given. This document is distributed in the hope that it
will be useful, but WITHOUT ANY WARRANTY, either expressed or implied.
While every effort has been taken to ensure the accuracy of the information doc-
umented herein, the author(s)/editor(s) /maintainer(s)/contributor(s) assumes
NO RESPONSIBILITY for any errors, or for any damages, direct or consequen-
tial, as a result of the use of the information documented herein. A complete
copy of the GNU Public License agreement may be obtained from: Free Soft-
ware Foundation, Inc., 59 Temple Place - Suite 330, Boston, MA 02111-1307,
USA. Portions of this document are adapted and/or re-printed from the 5070
installation guide and man pages with permission of Antares Microsystems, Inc.,
Campbell CA.

1.2 Acknowledgements and Thanks

e Carl and Jim at Antares for the hardware, man pages, and other sup-
port/contributions they provided during the writing of this document.
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e Penn State University - Hershey Medical Center, Department of Radi-
ology, Section of Clinical Image Management (My home away from my
home away from home).

e The software-raid-HOWTQO Copyright 1997 by Linas Vepstas under the
GNU public license agreement. The software-raid-HOWTO is Available
from : http://www.linuxdoc.org

1.3 New Versions

e The location of the most recent version of this document is posted on my
homepage: http://members.iglou.com/tcoates/

e Other versions may be found in different formats at the LDP homepage:
http://www.linuxdoc.org and mirror sites.



Chapter 2

Introduction

The Antares 5070 is a high performance, versatile, yet relatively inexpensive host
based RAID controller. Its embedded operating system (K9 kernel) is modelled
on the Plan 9 operating system whose design is discussed in several papers from
AT&T (see the "Further Reading" section). K9 is a kernel targeted at embedded
controllers of small to medium complexity (e.g. ISDN-ethernet bridges, RAID
controllers, etc). It supports multiple lightweight processes (i.e. without mem-
ory management) on a single CPU with a non-preemptive scheduler. Device
driver architecture is based on Plan 9 (and Unix SVRA4) streams. Concurrency
control mechanisms include semaphores and signals.

The 5070 has three single ended ultra 1 SCSI channels and two onboard
serial interfaces one of which provides command line access via a connected
serial terminal or modem. The other is used to upgrade the firmware. The
command line is robust, implementing many of the essential Unix commands
(e.g. dd, lIs, cat, etc.) and a scaled down Bourne shell for scripting. The Unix
command set is augmented with RAID specific configuration commands and
scripts. In addition to the command line interface an ASCII text based GUI is
provided to permit easy configuration of level 0, 1, 3, 4, and 5 RAIDs.

2.1 5070 Main Features

RAID levels 0, 1, 3, 4, and 5 are supported.

Text based GUI for easy configuration for all supported RAID levels.

A Multidisk RAID volume appears as an individual SCSI drive to the
operating system and can be managed with the standard utilities (fdisk,
mkfs, fsck,etc.). RAID Volumes may be assigned to different SCSI IDs or
the same SCSI IDs but different LUNs.

No special RAID drivers required for the host operating system.

13
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e Multiple RAID volumes of different levels can be mixed among the drives
forming the physical plant. For example in a hypothetical drive plant
consisting of 9 drives:

— 2 drives form a level 3 RAID assigned to SCSI ID 5, LUN 0
— 2 drives form a level 0 RAID assigned to SCSIID 5, LUN 1
— 5 drives form a level 5 RAID assigned to SCSI ID 6, LUN 0

e Three single ended SCSI channels which can accommodate 6 drives each
(18 drives total).

e Two serial interfaces. The first permits configuration/control /monitoring
of the RAID from a local serial terminal. The second serial port is used
to upload new programming into the 5070 (using PPP and TFTP).

e Robust Unix-like command line and NVRAM based file system.

e Configurable ASCII SCSI communication channel for passing commands
to the 5070’s command line interpreter. Allows programming running on
host OS to directly configure/control/monitor all parameters of the 5070.

2.2 Background

Much of the information/knowledge pertaining to RAID levels in this section is
adapted from the software-raid-HOWTO by Linas Vepstas . See the acknowl-
edgements section for the URL where the full document may be obtained.

RAID is an acronym for "Redundant Array of Inexpensive Disks" and is used
to create large, reliable disk storage systems out of individual hard disk drives.
There are two basic ways of implementing a RAID, software or hardware. The
main advantage of a software RAID is low cost. However, since the OS of the
host system must manage the RAID directly there is a substantial penalty in
performance. Furthermore if the RAID is also the boot device, a drive failure
could prove disastrous since the operating system and utility software needed
to perform the recovery is located on the RAID. The primary advantages of
hardware RAID is performance and improved reliability. Since all RAID opera-
tions are handled by a dedicated CPU on the controller, the host system’s CPU
is never bothered with RAID related tasks. In fact the host OS is completely
oblivious to the fact that its SCSI drives are really virtual RAID drives. When a
drive fails on the 5070 it can be replaced on-the-fly with a drive from the spares
pool and its data reconstructed without the host’s OS ever knowing anything
has happened.

2.2.1 Raid Levels

The different RAID levels have different performance, redundancy, storage ca-
pacity, reliability and cost characteristics. Most, but not all levels of RAID
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offer redundancy against drive failure. There are many different levels of RAID
which have been defined by various vendors and researchers. The following
describes the first 7 RAID levels in the context of the Antares 5070 hardware
RAID implementation.

2.2.2 RAID Linear

RAID-linear is a simple concatenation of drives to create a larger virtual drive.
It is handy if you have a number small drives, and wish to create a single, large
drive. This concatenation offers no redundancy, and in fact decreases the overall
reliability: if any one drive fails, the combined drive will fail.

SUMMARY

e Enables construction of a large virtual drive from a number of smaller
drives

e No protection, less reliable than a single drive

e RAID 0 is a better choice due to better I/O performance

2.2.3 Level 1l

Also referred to as "mirroring". Two (or more) drives, all of the same size, each
store an exact copy of all data, disk-block by disk-block. Mirroring gives strong
protection against drive failure: if one drive fails, there is another with the an
exact copy of the same data. Mirroring can also help improve performance in
I/O-laden systems, as read requests can be divided up between several drives.
Unfortunately, mirroring is also one of the least efficient in terms of storage:
two mirrored drives can store no more data than a single drive.

SUMMARY
e Good read/write performance
e Inefficient use of storage space (half the total space available for data)

e RAID 6 may be a better choice due to better I/O performance.

2.2.4 Striping

Striping is the underlying concept behind all of the other RAID levels. A stripe
is a contiguous sequence of disk blocks. A stripe may be as short as a single disk
block, or may consist of thousands. The RAID drivers split up their component
drives into stripes; the different RAID levels differ in how they organize the
stripes, and what data they put in them. The interplay between the size of the
stripes, the typical size of files in the file system, and their location on the drive
is what determines the overall performance of the RAID subsystem.
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2.2.5 Level 0

Similar to RAID-linear, except that the component drives are divided into
stripes and then interleaved. Like RAID-linear, the result is a single larger
virtual drive. Also like RAID-linear, it offers no redundancy, and therefore de-
creases overall reliability: a single drive failure will knock out the whole thing.
However, the 5070 hardware RAID 0 is the fastest of any of the schemes listed
here.

SUMMARY:
e Use RAID 0 to combine smaller drives into one large virtual drive.
e Best Read/Write performance of all the schemes listed here.

e No protection from drive failure.

e ADVICE: Buy very reliable hard disk drives if you plan to use this scheme.

2.2.6 Level 2 and 3

RAID-2 is seldom used anymore, and to some degree has been made obsolete
by modern hard disk technology. RAID-2 is similar to RAID-4, but stores
ECC information instead of parity. Since all modern disk drives incorporate
ECC under the covers, this offers little additional protection. RAID-2 can offer
greater data consistency if power is lost during a write; however, battery backup
and a clean shutdown can offer the same benefits. RAID-3 is similar to RAID-4,
except that it uses the smallest possible stripe size.

SUMMARY

e RAID 2 is largely obsolete

e Use RAID 3 to combine separate drives together into one large virtual
drive.

e Protection against single drive failure,

e Good read/write performance.

2.2.7 Level 4

RAID-4 interleaves stripes like RAID-0, but it requires an additional drive to
store parity information. The parity is used to offer redundancy: if any one of
the drives fail, the data on the remaining drives can be used to reconstruct the
data that was on the failed drive. Given N data disks, and one parity disk, the
parity stripe is computed by taking one stripe from each of the data disks, and
XOR’ing them together. Thus, the storage capacity of a an (N+1)-disk RAID-4
array is N, which is a lot better than mirroring (N+1) drives, and is almost as
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good as a RAID-0 setup for large N. Note that for N=1, where there is one data
disk, and one parity disk, RAID-4 is a lot like mirroring, in that each of the
two disks is a copy of each other. However, RAID-4 does NOT offer the read-
performance of mirroring, and offers considerably degraded write performance.
In brief, this is because updating the parity requires a read of the old parity,
before the new parity can be calculated and written out. In an environment
with lots of writes, the parity disk can become a bottleneck, as each write must
access the parity disk.

SUMMARY

e Similar to RAID 0

e Protection against single drive failure.
e Poorer I/0 performance than RAID 3

e Less of the combined storage space is available for data [than RAID 3]
since an additional drive is needed for parity information.

2.2.8 Level 5

RAID-5 avoids the write-bottleneck of RAID-4 by alternately storing the parity
stripe on each of the drives. However, write performance is still not as good as
for mirroring, as the parity stripe must still be read and XOR’ed before it is
written. Read performance is also not as good as it is for mirroring, as, after
all, there is only one copy of the data, not two or more. RAID-5’s principle
advantage over mirroring is that it offers redundancy and protection against
single-drive failure, while offering far more storage capacity when used with
three or more drives.

SUMMARY

e Use RAID 5 if you need to make the best use of your available storage
space while gaining protection against single drive failure.

e Slower I/O performance than RAID 3



18

CHAPTER 2. INTRODUCTION



Chapter 3

Installation

NOTE: The installation procedure given here for the SBUS controller is similar
to that found in the manual. It has been modified so minor variations in the
SPARCLinux installation may be included.

3.1 SBUS Controller Compatibility

The 5070 / Linux 2.2 combination was tested on SPARCstation (5, 10, & 20),
Ultra 1, and Ultra 2 Creator. The 5070 was also tested on Linux with Sym-
metrical Multiprocessing (SMP) support on a dual processor Ultra 2 creator 3D
with no problems. Other 5070 / Linux / hardware combinations may work as
well.

3.2 Hardware Installation Procedure

If your system is already up and running, you must halt the operating system.
GNOME:
1. From the login screen right click the "Options" button.

2. On the popup menu select System -> Halt.

3. Click "Yes" when the verification box appears

KDE:

1. From the login screen right click shutdown.

2. On the popup menu select shutdown by right clicking its radio button.
3. Click OK

19
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XDM:

1. login as root

2. Left click on the desktop to bring up the pop-up menu
3. select "New Shell"

4. When the shell opens type "halt" at the prompt and press return

Console Login (systems without X windows):
1. Login as root

2. Type "halt"

All Systems: Wait for the message "power down" or "system halted" be-
fore proceeding. Turn off your SPARCstation system (Note: Your system may
have turned itself off following the power down directive), its video monitor, ex-
ternal disk expansion boxes, and any other peripherals connected to the system.
Be sure to check that the green power LED on the front of the system enclosure
is not lit and that the fans inside the system are not running. Do not disconnect
the system power cord.

SPARCstation 4, 5, 10, 20 € UltraSPARC Systems:

1. Remove the top cover on the CPU enclosure. On a SPARCstation 10, this
is done by loosening the captive screw at the top right corner of the back
of the CPU enclosure, then tilting the top of the enclosure forward while
using a Phillips screwdriver to press the plastic tab on the top left corner.

2. Decide which SBUS slot you will use. Any slot will do. Remove the filler
panel for that slot by removing the two screws and rectangular washers
that hold it in.

3. Remove the SBUS retainer (commonly called the handle) by pressing out-
ward on one leg of the retainer while pulling it out of the hole in the
printed circuit board.

4. Insert the board into the SBUS slot you have chosen. To insert the board,
first engage the top of the 5070 RAIDium backpanel into the backpanel of
the CPU enclosure, then rotate the board into a level position and mate
the SBUS connectors. Make sure that the SBUS connectors are completely
engaged.

5. Snap the nylon board retainers inside the SPARCstation over the 5070
RAIDium board to secure it inside the system.
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6.

Secure the 5070 RAIDium SBUS backpanel to the system by replacing the
rectangular washers and screws that held the original filler panel in place.

Replace the top cover by first mating the plastic hooks on the front of
the cover to the chassis, then rotating the cover down over the unit until
the plastic tab in back snaps into place. Tighten the captive screw on the
upper right corner.

Ultra Enterprise Servers, SPARCserver 1000 &amp; 2000 Sys-

tems, SPARCserver 6X0O MP Series:

1.

Remove the two Allen screws that secure the CPU board to the card cage.
These are located at each end of the CPU board backpanel.

. Remove the CPU board from the enclosure and place it on a static-free

surface.

. Decide which SBUS slot you will use. Any slot will do. Remove the filler

panel for that slot by removing the two screws and rectangular washers
that hold it in. Save these screws and washers.

. Remove the SBUS retainer (commonly called the handle) by pressing out-

ward on one leg of the retainer while pulling it out of the hole in the
printed circuit board.

. Insert the board into the SBUS slot you have chosen. To insert the board,

first engage the top of the 5070 RAIDium backpanel into the backpanel of
the CPU enclosure, then rotate the board into a level position and mate
the SBUS connectors. Make sure that the SBUS connectors are completely
engaged.

. Secure the 5070 RAIDium board to the CPU board with the nylon screws

and standoffs provided on the CPU board. The standoffs may have to
be moved so that they match the holes used by the SBUS retainer, as
the standoffs are used in different holes for an MBus module. Replace the
screws and rectangular washers that originally held the filler panel in place,
securing the 5070 RAIDium SBus backpanel to the system enclosure.

Re-insert the CPU board into the CPU enclosure and re-install the Allen-
head retaining screws that secure the CPU board.

All Systems:

1.

Mate the external cable adapter box to the 5070 RAIDium and gently
tighten the two screws that extend through the cable adapter box.

. Connect the three cables from your SCSI devices to the three 68-pin SCSI-

3 connectors on the Antares 5070 RAIDium. The three SCSI cables must
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always be reconnected in the same order after a RAID set has been es-
tablished, so you should clearly mark the cables and disk enclosures for
future disassembly and reassembly.

3. Configure the attached SCSI devices to use SCSI target IDs other than
7, as that is taken by the 5070 RAIDium itself. Configuring the target
number is done differently on various devices. Consult the manufacturer’s
installation instructions to determine the method appropriate for your
device.

4. As you are likely to be installing multiple SCSI devices, make sure that all
SCSI buses are properly terminated. This means a terminator is installed
only at each end of each SCSI bus daisy chain.

Verifying the Hardware Installation:  These steps are optional but
recommended. First, power-on your system and interrupt the booting process
by pressing the "Stop" and "a" keys (or the "break" key if you are on a serial
terminal) simultaneously as soon as the Solaris release number is shown on the
screen. This will force the system to run the Forth Monitor in the system
EPROM, which will display the "ok" prompt. This gives you access to many
useful low-level commands, including;:

ok show-devs

/iommu@f ,e0000000/sbus@f ,e000100SUNW, isp@1,8800000

The first line in the response shown above means that the 5070 RAIDium host
adapter has been properly recognized. If you don’t see a line like this, you may
have a hardware problem.

Next, to see a listing of all the SCSI devices in your system, you can use the
probe-scsi-all command, but first you must prepare your system as follows:

ok setenv auto-boot? False
ok reset
ok probe-scsi-all

This will tell you the type, target number, and logical unit number of every
SCSI device recognized in your system. The 5070 RAIDium board will report
itself attached to an ISP controller at target 0 with two Logical Unit Numbers
(LUNSs): 0 for the virtual hard disk drive, and 7 for the connection to the Graph-
ical User Interface (GUI). Note: the GUI communication channel on LUN 7 is
currently unused under Linux. See the discussion under "SCSI Monitor Daemon
(SMON)" in the "Advanced Topics" section for more information.

REQUIRED: Perform a reconfiguration boot of the operating system:
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ok boot -r

If no image appears on your screen within a minute, you most likely have a
hardware installation problem. In this case, go back and check each step of the
installation procedure. This completes the hardware installation procedure.

3.2.1 Serial Terminal

If you have a serial terminal at your disposal (e.g. DEC-VT420) it may be
connected to the controller’s serial port using a 9 pin DIN male to DB25 male
serial cable. Otherwise you will need to supplement the above cable with a null
modem adapter to connect the RAID controller’s serial port to the serial port
on either the host computer or a PC. The terminal emulators I have successfully
used include Minicom (on Linux), Kermit (on Caldera’s Dr. DOS), and Hyper-
terminal (on a windows CE palmtop), however, any decent terminal emulation
software should work. The basic settings are 9600 baud , no parity, 8 data bits,
and 1 stop bit.

3.2.2 Hard Drive Plant

Choosing the brand and capacity of the drives that will form the hard drive
physical plant is up to you. I do have some recommendations:

e Remember, you generally get what you pay for. I strongly recommend
paying the extra money for better (i.e. more reliable) hardware especially
if you are setting up a RAID for a mission critical project. For example,
consider purchasing drive cabinets with redundant hot-swappable power
supplies, etc.

e You will also want a UPS for your host system and drive cabinets. Re-
member, RAID levels 3 and 5 protect you from data loss due to drive
failure NOT power failure.

e The drive cabinet you select should have hot swappable drive bays, these
cost more but are definitely worth it when you need to add/change drives.

e Make sure the cabinet(s) have adequate cooling when fully loaded with
drives.

e Keep your SCSI cables (internal and external) as short as possible

e Mark the drives/cabinet(s) in such a way that you will be able to reconnect
them to the controller in their original configuration. Once the RAID is
configured you cannot re-organize you drives without re-configuring the
RAID (and subsequently erasing the data stored on it).

e Keep in mind that although it is physically possible to connect/configure
up to 6 drives per channel, performance will sharply decrease for RAIDs
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with more than three drives per channel. This is due to the 25 MHz
bandwidth limitation of the SBUS. Therefore, if read/write performance
is an issue go with a small number of large drives. If you need a really
large RAID (” 1 terabyte) then you will have no other choice but to load
the channels to capacity and pay the performance penalty. NOTE: if you
are serving files over a 10/100 Base T network you may not notice the
performance decrease since the network is usually the bottleneck not the
SBUS.

5070 Onboard Configuration

Before diving into the RAID configuration I need to define a few terms.

"RaidRunner" is the name given to the the 5070 controller board.

"Husky" is the name given to the shell which produces the ":raid;" com-
mand prompt. It is a command language interpreter that executes com-
mands read from the standard input or from a file. Husky is a scaled down
model of Unix’s Bourne shell (sh). One major difference is that husky has
no concept of current working directory. For more information on the
husky shell and command prompt see the "Advanced Topics" section

The "host port" is the SCSI ID assigned to the controller card itself. This
is usually ID 7.

A "backend" is a drive attached to the controller on a given channel.

A "rank" is a collection of all the backends from each channel with the
same SCSI ID
(i.e. rank 0 would consist of all the drives with SCSI ID 0 on each channel)

Each of the backends is identified by a three digit number where the
first digit is the channel, the second the SCSI ID of the drive, and the
third the LUN of the drive. The numbers are separated by a period.
The identifier is prefixed with a "D" if it is a disk or "T" if it is a tape
(e.g. D0.1.0). This scheme is referred to as <device type c.s.I> in the
following documentation.

A "RAID set" consists of given number of backends (there are certain
requirements which I’ll come to later)

A "spare" is a drive which is unused until there is a failure in one of
the RAID drives. At that time the damaged drive is automatically taken
offline and replaced with the spare. The data is then reconstructed on the
spare and the RAID resumes normal operation.

Spares may either be "hot" or "warm" depending on user configuration.
Hot spares are spun up when the RAID is started, which shortens the
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replacement time when a drive failure occurs. Warm spares are spun up
when needed, which saves wear on the drive.

The test based GUI can be started by typing "agui"
: raid; agui

at the husky prompt on the serial terminal (or emulator).

Agui is a simple ASCII based GUI that can be run on the RaidRunner console
port which enables one to configure the RaidRunner. The only argument agui
takes is the terminal type that is connected to the RaidRunner console. Current
supported terminals are dtterm, vt100 and xterm. The default is dtterm.

Each agui screen is split into two areas, data and menu. The data area,
which generally uses all but the last line of the screen, displays the details of the
information under consideration. The menu area, which generally is the bottom
line of the screen, displays a strip menu with a title then list of options or sub-
menus. Each option has one character enclosed in square brackets (e.g. [Q]uit)
which is the character to type to select that option. Each menu line allows you to
refresh the screen data (in case another process on the RaidRunner writes to the
console). The refresh character may also be used during data entry if the screen
is overwritten. The refresh character is either <Control-1> or <Control-r>.

When agui starts, it reads the configuration of the RaidRunner and probes
for every possible backend. As it probes for each backend, it’s "name" is dis-
played in the bottom left corner of the screen.

3.3.1 Main Screen Options

The Main screen (Figure 3.1) is the first screen displayed. It provides a summary
of the RaidRunner configuration. At the top is the RaidRunner model, version
and serial number. Next is a line displaying, for each controller, the SCSI
ID’s for each host port (labeled A, B, C, etc) and total and currently available
amounts of memory. The next set of lines display the ranks of devices on the
RaidRunner. Each device follows the nomenclature of <device type c.s.1>
where device type  can be D for disk or T for tape, ¢ is the internal channel
the device is attached to, s is the SCSI ID (Rank) of the device on that channel,
and | is the SCSI LUN of the device (typically 0).

The next set of lines provide a summary of the Raid Sets configured on the
RaidRunner. The summary includes the raid set name, it’s type, it’s size, the
amount of cache allocated to it and a comma separated list of it’s backends. See
rconf in the "Advanced Topics" section for a full description of the above.

Next the spare devices are configured. Each spare is named (device type c.s.l
format), followed by it’s size (in 512-byte blocks), it’s spin state (Hot or Warm),
it’s controller allocation , and finally it’s current status (Used/Unused, Faulty/Working).
If used, the raid set that uses it is nominated.

At the bottom of the data area, the number of controllers, channels, ranks
and devices are displayed.

The menu line allows one to quit agui or select further actions or sub-menus.
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Figure 3.1: The main screen of the 5070 onboard configuration utility

o [Q]uit: Exit the main screen and return to the husky prompt.

[R]aidSets: Enter the RaidSet configuration screen.

[H]ostports Enter the Host Port configuration screen.

[S]pares Enter the Spare Device configuration screen.

[M]onitor Enter the SCSI Monitor configuration screen.

[Gleneral Enter the General configuration/information screen.

[P]robe Re-probe the device backends on the RaidRunner. As each back-
end is probed it’s "name" (c.s.1 format) is displayed in the bottom left
corner of the screen.

These selections are described in detail below.

3.3.2  [Q]uit

Exit the agui main screen and return to the husky ( :raid; ) prompt.

3.3.3 [R]aidSets:

The Raid Set Configuration screen (Figure 3.2) displays a Raid Set in the data
area and provides a menu which allows you to Add, Delete, Modify, Install
(changes) and Scroll through all other raid sets (First, Last, Next and Previous).
If no raid sets have been configured, only the screen title and menu is displayed.
All attributes of the raid set are displayed. For information on each attribute
of the raid set, see the rconf command in the "Advanced Topics" section. The
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Figure 3.2: The RAIDSet configuration screen.

menu line allows one to leave the Raid Set Configuration screen or select further
actions.

o [QJuit: Exit the Raid Set Configuration screen and return to the Main
screen. If you have modified, deleted or added a raid set and have not
installed the changes you will be asked to confirm this. If you select Yes
to continue the exit, all changes made since the last install action will be
discarded.

e [I|nst: This action installs (into the RaidRunner configuration area) any
changes that may have been made to raid sets, be that deletion, addition
or modification. If you exit prior to installing, all changes made since the
last installation will be discarded. The installation process takes time. It
is complete once the typed "i" character, is cleared from the menu line.

e [M]od: This action allows you to modify the displayed raid set. You
will be prompted for each Raid Set attribute that can be changed. The
prompt includes allowable options or formats required. If you don’t wish
to change a particular attribute, then press the RETURN or TAB key.
The attributes you can change are the raid set name, I/O mode, status
(Active to Inactive), bootmode, spares usage, backend zone table usage,
10O size (if raid set has never been used - i.e. just added), cache size, I/O
queues length, host interfaces and additional stargd arguments. If you
wish to change a single attribute then use the RETURN or TAB key to
skip all other options. The changed attribute will be re-displayed as soon
as you press the RETURN key. When specifying cache size, you may
suffix the number with 'm’ or "M’ to indicate the number is in Megabytes
or with 'k’ or 'K’ to indicate the number is in Kilobytes. Note you can
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only enter whole integer values. When specifying io size, you may suffix
the number with ’k’ or ’K’ to indicate the number is in Kilobytes. When
you enter data, it is checked for correctness and if incorrect, a message is
displayed and all changes are discarded and you will have to start again.
Remember you must install ([I]nst.) any changes.

e [A]dd: When this option is selected you will be prompted for various
attributes of the new raid set. These attributes are the raid set name, the
raid set type, the initial host interface the raid set is to appear on (in c.h.l
format where c is the controller number, h is the host port (0, 1, 2 etc)
and 1 is the SCSI LUN) and finally a list of backends. When backends are
to be entered, the screen displays a list of available backends, each with
a numeric index (commencing at 0). You select each backend by entering
the index and once complete enter q for Quit. As each backend index is
entered, it’s backend name is displayed in a comma separated list. When
you enter data, it is checked for correctness and if incorrect, a message
is displayed and the addition will be ignored and you will have to start
again. Once the backends are complete, the newly created raid set will
be displayed on the screen with supplied and default attributes. You can
then modify the raid set to change other attributes. Remember you must
install ([Ijnst.) any new raid sets.

o [Dlelete: This action will delete the currently displayed raid set. If this
raid set is Active, then you will not be allowed to delete it. You will
have to make it Inactive (via the [M]od. option) then delete it. You will
be prompted to confirm the deletion. Once you confirm the deletion, the
screen will be cleared and the next raid set will be displayed, if configured.
Remember you must install ([Ijnst.) any changes.

e [Flirst, [L]ast, [N]ext and [P]rev allow you to scroll through the configured
raid sets.

3.3.4 |H]ostports:

The Host Port Configuration screen (Figure 3.3) displays for each controller,
each host port (labelled A, B, C, etc for port number 0, 1, 2, etc) and the
assigned SCSI ID. If the RaidRunner you use, has external switches for host
port SCSI ID selection, you may only exit ([QJuit) from this screen. If the
RaidRunner you use, does NOT have external switches for host port SCSI ID
selection, then you may modify (and hence install) the SCSI ID for any host
port. The menu line allows one to leave the Host Port Configuration screen or
select further actions (if NO external host).

o [QJuit: Exit the Host Port Configuration screen and return to the Main
screen. If you have modified a host port SCSI ID assignment and have
not installed the changes you will be asked to confirm this. If you select
Yes to continue the exit, all changes made since the last install action will
be discarded.
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Figure 3.3: The host port configuration screen.

e [I|nstall: This action installs (into the RaidRunner configuration area) any
changes that may have been made to host port SCSI ID assign ments. If
you exit prior to installing, all changes made since the last installation will
be discarded. The installation process takes time. It is complete once the
typed "i" character, is cleared from the menu line.

o [M]odify: This action allows you to modify the host port SCSI ID assign-
ments for each host port on each controller (if NO external host port SCSI
ID switches). You will be prompted for the SCSI ID for each host port.
You can enter either a SCSI ID (0 thru 15), the minus "-" character to
clear the SCSI ID assignment or RETURN to SKIP. As you enter data,
it is checked for correctness and if incorrect, a message will be printed
although previously correctly entered data will be retained. Remember
you must install ([I]nst.) any changes.

3.3.5 |[S]pares:

The Spare Device Configuration screen (Figure 3.4) displays all configured spare
devices in the data area and provides a menu which allows you to Add, Delete,
Mod ify and Install (changes) spare devices. If no spare devices have been
configured, only the screen title and menu is displayed. Each spare device
displayed, shows it’s name (in device type c.s.l format), it’s size in 512-byte
blocks, it’s spin status (Hot or Warm), it’s controller allocation, finally it’s
current status (Used/Unused, Faulty/Working). If used, the raid set that uses
it is nominated. For information on each attribute of a spare device, see the
rconf command in the "Advanced Topics" section. The menu line allows one to
leave the Spare Device Configuration screen or select further actions.



30

CHAPTER 3. INSTALLATION

v e e

Eile  Options Help

[0luit [IInstall [Mlodify [Aldd [Dlelete

Figure 3.4: The spare device configuration screen.

[Q]Juit: Exit the Spare Device Configuration screen and return to the Main
screen. If you have modified, deleted or added a spare device and have
not installed the changes you will be asked to confirm this. If you select
Yes to continue the exit, all changes made since the last install action will
be discarded.

[Tnstall: This action installs (into the RaidRunner configuration area) any
changes that may have been made to the spare devices, be that deletion,
addition or modification. If you exit prior to installing, all changes made
since the last installation will be discarded. The installation process takes
time. It is complete once the typed "i" character, is cleared from the menu
line.

[M]odify: This action allows you to modify the unused spare devices. You
will be prompted for each spare device attribute that can be changed.
The prompt includes allowable options or formats required. If you don’t
wish to change a particular attribute, then press the RETURN key. The
attributes you can change are the new size (in 512-byte blocks), the spin
state (H or hot or W for Warm), and the controller allocation (A for any,
0 for controller 0, 1 for controller 1, etc). If you wish to change a single
attribute of a spare device, then use the RETURN key to skip all other
attributes for each spare device. The changed attribute will not be re-
displayed until the last prompted attribute is entered (or skipped). When
you enter data, it is checked for cor rectness and if incorrect, a message is
dis played and all changes are discarded and you will have to start again.
Remember you must install ([I|nstall) any changes.

[A]dd: When adding a spare device, the list of available devices is displayed
and you are required to type in the device name. Once entered, the spare
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Figure 3.5: The SCSI monitor configuration screen.

is added with defaults which you can change, if required, via the [M]odify
option. Remember you must install ([Install) any changes.

o [D]elete: When deleting a spare device, the list of spare devices allowed to
be deleted is displayed and you are required to type in the required device
name. Once entered, the spare is deleted from the screen. Remember you
must install ([I]nstall) any changes.

3.3.6 [M]onitor:

The SCSI Monitor Configuration screen (Figure 3.5) displays a table of SCSI
monitors configured for the RaidRunner. Up to four SCSI monitors may be
configured. The table columns are entitled Controller, Host Port, SCSI LUN
and Protocol and each line of the table shows the appropriate SCSI Monitor
attribute. For details on SCSI Monitor attributes, see the rconf command in
the "Advanced Topics" section. The menu line allows one to leave the SCSI
Monitor Configuration screen or modify and install the table.

e [QJuit: Exit the SCSI Monitor Configuration screen and return to the
Main screen. If you have made changes and have not installed them you
will be asked to confirm this. If you select Yes to continue the exit, all
changes made since the last install action will be discarded.

e [I|nstall: This action installs (into the RaidRunner configuration area) any
changes that may have been made to SCSI Monitor configuration. If you
exit prior to installing, all changes made since the last installation will be
discarded. The installation process takes time. It is complete once the
typed "i" character, is cleared from the menu line.
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Figure 3.6: The General Screen. The options accessible from here allow you to
view information on the attached devices (SCSI hard drives and tape units),
browse the system logs, and examine environment variables.

o [M]odify: This action allows you to modify the SCSI Monitor configu-
ration. The cursor will be moved around the table, prompting you for
input. If you do not want to change an attribute, enter RETURN to skip.
If you want to delete a SCSI monitor then enter the minus "-" character
when prompted for the controller number. If you want to use the default
protocol list, then enter RETURN at the Protocol List prompt. As you
enter data, it is checked for correctness and if incorrect, a message will
be printed and any previously entered data is discarded. You will have
to re-enter the data again. Remember you must install ([Install) any
changes.

3.3.7 |[G]eneral:

The General screen (Figure 3.6) has a blank data area and a menu which al-
lows one to Quit and return to the main screen, or to select further sub-menus
which provide information about Devices, the System Message Logger, Global
Environment variables and throughput Statistics.

e [Q]uit: Exit the General screen and return to the Main screen.

e [D]evices: Enter the Device information screen (Figure 3.7). The Devices
screen displays the name of all devices on the RaidRunner. The menu line
allows one to Quit and return to the General screen or display information
about the devices.

— [Q]Juit: Exit the Devices screen and return to the General screen.
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Figure 3.7: The device information screen.

— [IInformation: The Device Information screen (Figure 3.8) displays
information about each device (Figure ). You can scroll through the
devices. For disks, information displayed includes, the device name,
serial number, vendor name, product id, speed, version, sector size,
sector count, total device size in MB, number of cylinders, heads
and sectors per track and the zone/notch partitions. The menu line
allows one the leave the Device Information screen or browse through
devices.

% [QJuit: Exit the Device Information screen and return to the
Devices screen.

* [Flirst, [L]ast, [N]ext and [P]rev allow you to scroll through the
devices and hence display their current data .

e Sys[L]og: Enter the System Logger Messages screen (Figure 3.9).

— [Q]uit: Exit the System Logger Messages screen and return to the
General screen.

— [Flirst, [L]ast, [N]ext and [P]rev allow you to scroll through the sys-
tem log.

¢ [E]nvironment: Enter the Global Environment Variable configuration screen

(Figure 3.10). The Environment Variable Configuration screen dis plays
all configured Global Environment Variables and provides a menu which
allows you to Add, Delete, Modify and Install (changes) variables. Each
variable name is displayed followed by an equals "=" and the value as-
signed to that variable enclosed in braces - "{" .. "}". The menu line
allows you to Quit and return to the General screen or select further ac-
tions.
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Figure 3.8: Example of the information displayed for a hard drive device.
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Figure 3.9: The system logger messages screen. An example message is shown,
there is one message per screen.
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Figure 3.10: The global environment variable configuration screen.

— [QJuit: Exit the Environment Variable Configuration screen and re-
turn to the General screen. If you have modified, deleted or added
an environment variable and have not installed the changes you will
be asked to confirm this. If you select Yes to continue the exit, all
changes made since the last install action will be discarded.

— [I]nst: This action installs (into the RaidRunner configuration area)
any changes that may have been made to environment variables, be
that deletion, addition or modification. If you exit prior to installing,
all changes made since the last installation will be discarded. The
installation process takes time. It is complete once the typed "i"
character, is cleared from the menu line.

— [M]od: This action allows you to modify an environment variable’s
value. You will be prompted for the name of the environment variable
and then prompted for it’s new value. If the environment variable
entered is not found, a message will be printed and you will not be
prompted for a new value. If you do not enter a new value, (i.e.
just press RETURN) no change will be made. Remember you must
install ([Ijnstall) any changes.

— [A]dd: When adding a new environment variable, you will be prompted
for it’s name and value. Providing the variable name is not already
used and you enter a value, the new variable will be added and dis-
played. Remember you must install ([I]nstall) any changes.

— [D]elete: When deleting an environment variable, you will be prompted
for the variable name and if valid, the environment variable will be
deleted. Remember you must install ([Ijnstall) any changes.

o [S]tats: Enter the Statistics monitoring screen (Figure 3.11). The Statis-
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Figure 3.11: The statistics monitoring screen

tics screen display various general and specific statistics about raid sets
configured and running on the RaidRunner. The first section of the data
area displays the current temperature in degrees Celsius and the current
speed of fans in the RaidRunner. The next section of the data area dis-
plays various statistics about the named raid set. The statistics are -
the current cache hit rate, the cumulative number of reads, read failures,
writes and write failures for each backend of the raid set and finally the
read and write throughput for each stargd process (indicated by it’s pro-
cess id) that front’s the raid set. The menu line allows one the leave the
Statistics screen or select further actions.

— [QJuit: Exit the Statistics screen and return to the General screen.

— [FJirst, [L]ast, [N]ext and [P]rev allow you to scroll through the statis-
tics.

— [R]efresh: This option will get the statistics for the given raid set and
re-display the current statistics on the screen.

— [Z]ero: This option will zero the cumulative statistics for the currently
displayed raid set.

— [Clontinuous: This option will start a back ground process that will
update the statistics of the currently displayed raid set every 2 sec-
onds. A loop counter is created and updated every 2 seconds also. To
inter rupt this continuous mode of gathering statistics, just press any
character. If you need to re-fresh the display, then press the refresh
characters - <Control-1> or <Control-r>.



3.3. 5070 ONBOARD CONFIGURATION 37

3.3.8 [P]robe

The probe option re-scans the SCSI channels and updates the backend list with
the hardware it finds.

3.3.9 Example RAID Configuration Session

The generalized procedure for configuration consists of three steps arranged in
the following order:

1. Configuring the Host Port(s)
2. Assigning Spares
3. Configuring the RAID set

Note that there is a minimum number of backends required for the various
supported RAID levels:

e Level 0 : 2 backends
e Level 3 : 2 backends
e Level 5 : 3 backends

In this example we will configure a RAID 5 using 6, 2.04 gigabyte drives. The
total capacity of the virtual drive will be 10 gigabytes (the equivalent of one
drive is used for redundancy). This same configuration procedure can be used
to configure other levels of RAID sets by changing the type parameter.

1. Power on the computer with the serial terminal connected to the RaidRun-
ner’s serial port.

2. When the husky ( :raid; ) prompt appears, Start the GUI by typing "agui"
and pressing return.

3. When the main screen appears, select "H" for [H]ostport configuration

4. On some models of RaidRunner the host port in not configurable. If you
have only a [Q]uit option here then there is nothing further to be done
for the host port configuration, note the values and skip to step 6. If you
have add /modify options then your host port is software configurable.

5. If there is no entry for a host port on this screen, add an entry with
the parameters: controller=0, hostport=0 , SCSI ID=0. Don’t forget to
[T]nstall your changes. If there is already and entry present, note the values
(they will be used in a later step).

6. From this point onward I will assume the following hardware configuration:

(a) There are 7 - 2.04 gig drives connected as follows:
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i. 2 drives on SCSI channel 0 with SCSI IDs 0 and 1 (backends
0.0.0, and 0.1.0, respectively).
ii. 3 drives on SCSI channel 1 with SCSI IDs 0 ,1 and 5 (backends
1.0.0, 1.1.0, and 1.5.0).
iii. 2 drives on SCSI channel 2 with SCSI IDs 0 and 1 (backends
2.0.0 and 2.1.0).

(b) Therefore:

i. Rank 0 consists of backends 0.0.0, 1.0.0, 2.0.0
ii. Rank 1 consists of backends 0.1.0, 1.1.0, 2.1.0
iii. Rank 5 contains only the backend 1.5.0

(¢) The RaidRunner is assigned to controller 0, hostport 0

Press Q to [Q]uit the hostports screen and return to the Main screen.
Press S to enter the [S|pares screen

Select A to [A]dd a new spare to the spares pool. A list of available
backends will be displayed and you will be prompted for the following
information:

Enter the device name to add to spares - from above:
enter
D1.5.0

Select I to [I|nstall your changes
Select Q to [Q]uit the spares screen and return to the Main screen
Select R from the Main screen to enter the [R]aidsets screen.

Select A to [A]dd a new RAID set. You will be prompted for each of the
RAID set parameters. The prompts and responses are given below.

(a) Enter the name of Raid Set: cim homes (or whatever you want to
call it).

(b) Raid set type [0,1,3,5]: 5
(c) Enter initial host interface - ctlr,hostport,scsilun: 0.0.0

Now a list of the available backends will be displayed in the form:
0-D0.0.01-D1.0.02-D2.0.03-D0.1.04-D1.1.05- D2.1.0

(d) Enter index from above - Q to Quit:
1 press return
2 press return
3 press return
4 press return
5 press return

Q
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Figure 3.12: The RaidSets screen of the GUI showing the newly configured
RAID 5

14.

15.
16.
17.
18.

19.

20.

After pressing QQ you will be returned to the Raid Sets screen. You should
see the newly configured Raid set displayed in the data area (Figure 3.12).

Press I to [I]nstall the changes
Press Q to exit the RaidSet screen and return to the the Main screen
Press Q to [QJuit agui and exit to the husky prompt.

type "reboot" then press enter. This will reboot the RaidRunner (not the
host machine.)

When the RaidRunner reboots it will prepare the drives for the newly
configured RAID.

NOTE: Depending on the size of the RAID this could take a few minutes
to a few hours. For the above example it takes the 5070 approximately 10
- 20 minutes to stripe the RAID set.

Once you see the husky prompt again the RAID is ready for use. You can
then proceed with the Linux configuration.

3.4 Linux Configuration

These instructions cover setting up the virtual RAID drives on RedHat Linux

6.1.

Setting it up under other Linux distributions should not be a problem. The

same general instructions apply.
If you are new to Linux you may want to consider installing Linux from
scratch since the RedHat installer will do most of the configuration work for
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you. If so skip to section titled "New Linux Installation." Otherwise go to the
"Existing Linux Installation" section (next).

3.4.1 Existing Linux Installation

Follow these instructions if you already have Redhat Linux installed on your
system and you do not want to re-install. If you are installing the RAID as
part of a new RedHat Linux installation (or are re-installing) skip to the "New
Linux Installation" section.

QLogic SCSI Driver

The driver can either be loaded as a module or compiled into your kernel. If you
want to boot from the RAID then you may want to use a kernel with compiled in
QLogic support (see the kernel- HOWTO available from http://www.linuxdoc.org.
To use the modular driver become the superuser and add the following lines to
/etc/conf.modules:

alias qlogicpti /lib/modules/preferred/scsi/qlogicpti

Change the above path to where ever your SCSI modules live. Then add the
following line to you /etc/fstab (with the appropriate changes for device and
mount point, see the fstab man page if you are unsure)

/dev/sdcl /home ext2 defaults 1 2

Or, if you prefer to use a SYSV initialization script, create a file called “raid” in
the /etc/rc.d/init.d directory with the following contents (NOTE: while there
are a few good reasons to start the RAID using a script, one of the aforemen-
tioned methods would be preferable):

#!/bin/bash

case "$1" in

start)

echo "Loading raid module"
/sbin/modprobe qlogicpti

echo

echo "Checking and Mounting raid volumes..."
mount -t ext2 -o check /dev/sdcl /home
touch /var/lock/subsys/raid

stop)

echo "Unmounting raid volumes"

umount /home

echo "Removing raid module(s)"
/sbin/rmmod qlogicpti

rm -f /var/lock/subsys/raid
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echo

55
restart)
$0 stop
$0 start
55

*)

echo "Usage: raid {start|stop|restartl}"
exit 1
esac
exit 0

You will need to edit this example and substitute your device name(s) in place
of /dev/sdcl and mount point(s) in place of /home. The next step is to make
the script executable by root by doing:

chmod 0700 /etc/rc.d/init.d/raid

Now use your run level editor of choice (tksysv, ksysv, etc.) to add the script
to the appropriate run level.

Device mappings

Linux uses dynamic device mappings you can determine if the drives were found
by typing:

more /proc/scsi/scsi
one or more of the entries should look something like this:

Host: scsil Channel: 00 Id: 00 Lun: 00

Vendor: ANTARES Model: CX106 Rev: 0109

Type: Direct-Access ANSI SCSI revision: 02

There may also be one which looks like this:

Host: scsil Channel: 00 Id: 00 Lun: 07

Vendor: ANTARES Model: CX106-SMON Rev: 0109
Type: Direct-Access ANSI SCSI revision: 02

This is the SCSI monitor communications channel which is currently un-used
under Linux (see SMON in the advanced topics section below).
To locate the drives (following reboot) type:

dmesg | more

Locate the section of the boot messages pertaining to you SCSI devices. You
should see something like this:
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qpti0: IRQ 53 SCSI ID 7 (Firmware v1.31.32)(Firmware 1.25
96/10/15)

[Ultra Wide, using single ended interface]

QPTI: Total of 1 PTI Qlogic/ISP hosts found, 1 actually in use.
scsil @ PTI Qlogic,ISP SBUS SCSI irq 53 regs at {d018000 PROM
node ffd746e0

Which indicates that the SCSI controller was properly recognized, Below this
look for the disk section:

Vendor ANTARES Model: CX106 Rev: 0109

Type: Direct-Access ANSI SCSI revision: 02

Detected scsi disk sdc at scsil, channel 0, id 0, lun 0

SCSI device sdc: hdwr sector= 512 bytes. Sectors= 20971200 [10239
MB] [10.2 GB]

Note the line that reads "Detected scsi disk sdc ..." this tells you that this
virtual disk has been mapped to device /dev/sdc. Following partitioning the
first partition will be /dev/sdcl, the second will be /dev/sdc2, etc. There should
be one of the above disk sections for each virtual disk that was detected. There
may also be an entry like the following:

Vendor ANTARES Model: CX106-SMON Rev: 0109

Type: Direct-Access ANSI SCSI revision: 02

Detected scsi disk sdd at scsil, channel 0, id 0, lun 7

SCSI device sdd: hdwr sector= 512 bytes. Sectors= 20971200 [128
MB] [128.2 MB]

BEWARE: this is not a drive DO NOT try to fdisk, mkfs, or mount it!! Doing
so WILL hang your system.
Par